
Critic
Value function

Actor
Policy

Gradient descent on the 
loss function

Bellman estimate of the Q-
function

Policy evalution

Train Actor function by 
moving policy parameters in a 
direction of the gradient of Q 
w.r.t. the actors parameters

Gradient estimators may 
have a Large Variance

Lack reliable guarantees in 
terms of near-optimality of 

the resulting policy

Policy improvement

No learning (accumulation 
and consolidation of older 

information)

Hierarchical 
Actor-Critic 

The agent modifies its policy based on the updated 
approximation of the action-value function

DDPG UVFAHER

Target: Bellman estimate

Approximates the Q-
function or the action-
value function of the 
current policy

The agent updates its 
approximation of the Q-function of 
the current policy by performing 
min-batch gradient descent

Goal spaceReplacing 
(i) the original goal 
with the goal achieved 
in hindsight
(ii) the original reward 
with the appropriate 
value given the new 
goal
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