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Features for Critic
@Subspace prescribed by the

Choice of parameterization of Actor

Gradient estimators may 
have a Large Variance

Lack reliable guarantees in 
terms of near-optimality of 

the resulting policy

Update parameters  in an 
approximation gradient 

direction

No learning (accumulation 
and consolidation of older 

information)

Critic computes projection of value function onto a low-
dimensional subspace spanned by a set of basis functions, 

determined by the parameterization of Actor
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